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     One of the most popular and widely utilised platforms for 

digital marketing, social media allows firms to keep tabs on 

public trends and preferences, and it also provides valuable 

insights into consumer behaviour. The number of false social 

media accounts that disseminate misinformation is on the rise. 

In order to address the issues surrounding the identification of 

false social media profiles, this study examines several machine 

learning techniques.Jupyter Notebook makes use of Python and 

a number of machine learning and data analytics libraries, 

including Numpy, Pandas, Sklearn, and others. Using AUC 

Score, Confusion Matrix, and total number of Fake and Genuine 

Users discovered, this article compares three machine learning 

algorithms: Support Vector Machines (SVM), Random Forest, 

and Neural Networks. For easier examination and comparison 

across all methods, results are shown as graphs. The dataset that 

was used for this project can be found in the following link: At 

this URL: https://github.com/12O5T1/SOCIALPROFILE.git 
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Introduction 
 

The term "social network" describes the web of interconnected online communities that many of us 

have been used to seeing in our daily lives. Facebook, Twitter, Instagram, Whatsapp, and many more 

are just a few of the thousands of social media platforms accessible today. In fact, many people now 

conduct their whole jobs on social media. There are a lot of individuals on the social network that 

we may accidentally or purposefully connect to. Like any other tool, social networks have their 

benefits and drawbacks. Every one of us relies on social media sites on a regular basis, whether for 

business or play. Without a doubt, Facebook is among the most widely utilised and well-known 

social networking sites. It may have been the first of its kind to cross the 1 billion user milestone. 

Facebook is great for a lot of reasons, like connecting with friends and family, making new 

acquaintances, and advertising your company or items via various apps. However, a big problem has 

emerged recently: the question of how trustworthy the millions of Facebook members really are. The 

topic of trust is addressed in this work. The goal here is to make an educated guess as to whether or 

not the account creator is trustworthy; this is an area that has been the subject of several surveys, and 

recent studies have shown that trust problems persist. The reason being that Facebook has access to 

an enormous quantity of data. Finding out whether the Facebook account is real or not is therefore 

not a simple task. We used machine learning to try to forecast which Facebook profiles might be 

fraudulent.  

 

Per Facebook's security and privacy rules. Users may be certain that their Facebook profiles are 

authentic when they use this feature. Users should be forthright and honest with Facebook about their 

rights and duties. When they finished making their profiles. Many phoney accounts are also formed 

as a result of these rules. Fake Facebook accounts are a quick subject that we touch on. This article 

presents a smart forecasting system that uses data mining's prediction and classification techniques 

to solve the challenge of anticipating bogus accounts. The emphasis is on this particular area of 

research. The works that are exhibited inspire us to work. We want to analyse data better, improve 

our predictions on fraudulent profiles, and build better techniques to accurately anticipate Facebook 

accounts that are not real. To that end, we have developed a smart detection system called FB 

Checker.  

 

Secondly, machine learning Nowadays, machine learning is a popular tool for a variety of tasks and 

methods. Supervised, unsupervised, and reinforcement learning are three of the many approaches to 

machine learning. employing these many methods from machine learning, you can zero in on a 

plethora of issues plaguing Facebook and find solutions. Machine learning is a popular and useful 

tool for a wide range of activities across many industries. Machine learning encompasses a wide 

range of methods that researchers use to accomplish certain tasks.  

SVM – SUPPORT VECTOR MACHINES 

A Support-Vector Machine is a machine learning algorithm comes under supervised 

category. After providing the support vector machine model set of labeled trained 

data for every category, new text can be categorized. SVM is a fast and reliable 

algorithm which works perfectly for small amount of data to analyze. The main idea 

with SVM is pretty simple and it applies to natural language classification that need 
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not to have the complex stuff. A simple example depicting Support Vector 

Machines is provided where we have two color tags i.e. red and blue, with our data 

is having two features i.e. x and y. A classifier is needed with a pair of coordinates 

that displays if it is red or blue. Data which is already labeled is plotted as below: 

 
Figure 1.1 – Labeled Data with SVM 

Support Vector Machine get the data points and displays the hyperplane that in two-

dimensions is in actual a simple line separating the red and blue tags. The line here 

acts as the decision boundary which means that anything that is on one side is blue 

and anything that falls on the other side is red. A figure below depicting the 

classification: 

 
Figure 1.2 – Hyperplane is line in simple 2DWith Hyperplane in SVM, nearest the 

distance between elements larger the tag is as shown below: 
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Figure 1.3 – Not all hyperplanes are equal 

1.1. Neural Networks 
Neural Networks are subset of deep learning which is an subset of machine 

learning where a structure like human brain stimulate algorithms. NN get the 

input data, train themselves to recognize patterns found in data, and then 

prediction is made for the output for similar set of data. It‟s the functional part 

of deep learning, which imitates the way humans solve the problems using 

their brains. 

 
Figure 1.4 – Neural Networks Structure 

 
1.2. Random Forest 

Random Forest as the name depicts, consists of huge number of individual 

decision trees that act as an ensemble. Every individual tree in the random 

forest brings a class prediction and any class that 
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has most number of votes in its favor becomes the prediction of the model. A 

figure depicting random forest behavior is shown below: 

 

 
Figure 1.5 – Random Forest 

 

The working of random forest algorithm is divided into two  phases,  where  in  first  

stage,  „n‟  random  tress  are built and they further creates a random forest. In the 

second stage, the outcome of the all the decision trees is integrated. Final prediction 

is fetched by computing the results of every decision tree. 
 

2. RESULTS AND DISCUSSIONS 

Detection of fake profiles in online social networks using Random Forest algorithm 

Step 1: The detection of fake profiles on online social network sites begins with importing libraries including 

sys, csv, datetime, numpy, pandas, matplot, and sklearn. 

Step 2: The next step is to read the datasets from the csv file while describing the fake and genuine users. Step 

3: Defining a function that basically finds or predict the gender by providing the name of the user. The first 

name gets segregated from the string for computation. Step 4: After this extract_feature function needs to be 

defined that describes various features as well. 

Step 5: For plotting the curve, function is defined. It will describe the cross-validation score of the dataset. 

Step 6: Furthermore, for plotting the confusion matrix, function has been defined that will work on the basis 

of fake and genuine users. 

Step 7: Function for describing the ROC plot needs to be implement, which is meant for defining the 

characteristics of False positive and True Positive values. 

Step 8: To train the model using random forest algorithm is being implemented. This will provide the 

estimated score of the classifier while discussing the curve. 

Step 9: The output of the trained data is shown ahead. It describes the status count, follower count, and 

favorite color and friends count of each user. 

Step 10: Next step is to split the values of datasets according to train and test the dataset. The leaning curve 

has been published after processing the datasets. 
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Step 11: The classification accuracy of the datasets of test model has been displaying the outcome 

value which is promising after computation. 
 

 

Step 12: The confusion matrix before normalization is as follows: 

 

Step 13: After normalizing the dataset, the confusion matrix has been presented. 
 

Step 14: The report of classification as per the matrix of Fake and Genuine accounts have to be 

noted. 
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Step 15: Finally, ROC curve has to be plotted along with True Positive and False Negative features. 
 

 
 
 

3.2. Fake Profile detection with Neural Networks For the detection of fake profiles in online 

social networking site using Neural network methodology, following steps have been taken into 

consideration: Step 1: Firstly, we have imported libraries of sys, csv, os, datetime, math, numpy, 

panda, and matplot. 

Step 2: After this, gender detection libraries are being loaded to compute the information about the 

gender. For validating the data and preprocessing, sklearn libraries have been integrated to plot the 

matrix. The evaluation metric provides the information about different variables of confusion matrix. 

For the evaluation of classifier, area under cover and accuracy have been used. 

Step 3: Then, import the Pybrain library for training the datasets. It is freely available open- sourced 

library for machine learning algorithms. Different utility tools get implemented along with this library. 

Step 4: Next is to read the dataset by defining a function name read_datasets(). The CSV or comma 

separated value files get used for this. We need to set the default for datasets to read. After combining 

the fake and authentic user, length of users needs to be found. 

Step 5: Afterward, another function is defined to predict the gender of the person through the given 

the name. First name of the person gets declassified into parts for computing the model. Further, 

different features associated with that will be integrated along with status counts, and followers 

counts and so on. 

Step 6: Next, plotting of confusion matrix begins which integrate the plot as per the fake and genuine 

profile accounts. 

Step 7: Function for defining the ROC curve has been implementing for further computation. 

Step 8: Using the neural network, function is declared to train the dataset. For this, read_datasets() has 

been used. 

Step 9: After reading the data, the output will look like this. 

Step 10: Extracting the features of the training datasets. 

Step 11: The graph of confusion matrix without normalization has been shown. 
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Step 12: After doing the normalization of the confusion matrix. 
 

 

Step 13: The classification of reports has been presented to define the fake and genuine profile precision 

index, recall, f1-score and support vector. 
 

 

Step 14: Final outcome of the experiment is as following that describe the false positive and true positive 

values. 

 

3.3. Detect fake profiles in online social networks using Support Vector Machine 
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Step 1: For the detection of fake profiles online social networks using SVM, several libraries need to be 

integrated including sys, csv, datetime, matplot and so on. These libraries are essential for reading the csv 

datasets and plotting the matrix. 

Step 2: The second step contains, reading of datasets. In our case the name of the file is fusers.csv and 

users.csv to train and test the model. The genuine users are stored in user.csv file while fake or bogus users 

are in fusers. 

Step 3: Define a function to get the information about the gender through name given in the dataset. Step 

4: For feature extraction, we have declared the function „extract_features‟. 

Step 5: Further to this, we will draw the plot of learning curve which will provide information about 

certain features used to process the vectors. Step 6: Next, there is confusion plot matrix associated with 

Fake & Genuine user profiles. Also, we will set the color value for plotting the same. 

Step 7: For plotting the ROC or receiver operating characteristic, function has been defined. 

Step 8: For training the dataset with support vector machine, function   with the name of „train‟ has been 

declared along with the SVM classifier. Step 9: Next step is for reading and extracting the datasets 

features. 

Step 10: Different values will be shown after extracting the features, including count ofstatuses, follower 

counts, listed count, language code and so on for further processing. 

Step 11: Splitting the datasets from the training and testing datasets. 

Step 12: The training data of learning curve will be displayed in red color and the cross-validation 

in green color. The score data has been mentioned along with the training. 

 

Step 13: Predictive labeling of confusion matrix is being performed before normalization. 

 

Step 14: Next Step is to normalize the given matrix. 
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Step 15: Printing of report of classification according to fake and genuine users. 

 

 
Step 16: Lastly, plotting of ROC curve having True Positive and False Positive characteristics. 
 

 
So, after using three different machine learning algorithms in our work, a comparison table is built on the 

basis of AUC score as given below 

 

Table 3.1 – Comparison of RF, NN and SVM on the basis of AUC Score 
Machine 
Learning 
Algorithm 

Random 

Forest 

Neural 

Networks 

Support 
Vector 
Machine 

AUC Score 0.94 0.94 0.91 

 
CONCLUSION AND FUTURE SCOPE 

Social Networks are booming in almost all the industries and they are becoming the main platform for 

companies to showcase their products or services to the end customers. Public Relation companies makes 

millions with social networks by publicizing the content related with different entities which can be political 

parties, any celebrity, institutions etc. Fake News with the help of fake profiles is also increasing at rapid 

pace and people use fake identities on social networks to publicize fake news, they are also related with the 

fake reviews, comments etc. Social Network giants like facebook, twitter etc. continuously try to reduce 

the fake accounts by detecting them, but the problem is in actual keeps on rising with the rise of social 

network. We have used machine learning with python in order to detect the fake social profiles. Three 

different algorithms i.e. Support Vector Machines (SVM), Neural Network (NN) and Random Forest (RF) 

are used and it is found that RF and NN brings higher AUC than SVM. Researchersare continuously 

working on reducing if not eliminating this big problem on social networks and with continuous 
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improvements in Artificial Intelligence features, researchers in future expect to minimize this issue. 
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